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Abstract:  
Email has become one of the most efficient and cost-effective methods of communication in recent years. 
However, as the number of email users grows, so does the number of spam emails. Email management has 
become a big and rising concern for both people and companies as a consequence of its sensitivity to 
abuse. Spam, or the unsolicited sending of unwanted email messages, is one example of misuse. Spam is 
defined as unsolicited bulk email, or email sent to a large number of people without their consent. Half of 
users receive 10 or more spam emails each day, while some users receive hundreds of unwanted emails per 
day. Online spiders are used by many spammers to discover email addresses on web pages. Because of 
spam emails can fill up the storage space of a file server quickly, they could cause a very severe problem 
for many websites with thousands of users for this in this study, we present a method for spam filtering 
using some machine learning techniques to predict whether an email is spam or no.  
 

I. INTRODUCTION 
Millions of individuals use email on a daily basis. Email is used by them for a number of purposes, including 

employment, research, and other activities. E-mail is a kind of electronic communication that allows two or more 
individuals who are connected to the Internet to communicate with each other. Due to the growing use of email 
and the incursions of online marketers, unwanted commercial email has become a problem on the internet. 
Unsolicited and undesired junk email delivered in bulk to an indiscriminate recipient list is known as spam 
email. Spam is typically sent for commercial objectives. Botnets, or networks of infected machines, may send it 
in large quantities. A spammer sends an email to millions of individuals with the expectation that just a small 
fraction of them will respond or interact with it. Email spam takes several forms, the most common of which is 
to advertise blatant frauds or shady business ventures. Emails are being utilized for more than simply 
communication; they are also used for work management and customer service. Email categorization was 
inspired by text classification in machine learning, and it is now accepted in a variety of forms, such as 
classifying emails into a spam folder, blocking spam email, and detecting the user's mood from the email body. 
Most recent email apps and services, such as Gmail and Hotmail, allow users to easily filter received emails 
based on the email subject and key tokens in the email body. This technique is suitable for individual work or 
home operators, as it eliminates the need to create token-based rules to sort emails into different folders. As the 
problem with which we are working is a classification problem, we not only need to have models that maximize 
the accuracy results of correct classified samples.  

In e-mail filtering, two main techniques are used: knowledge engineering and machine learning. A set of 
rules must be established in the knowledge engineering method, according to which emails are classified as spam 
or ham. A collection of such rules should be developed either by the filter's user or by some other authority (e.g. 
the software company that provides a particular rule-based spam-filtering tool).Because the rules must be 
continually updated and maintained, which is a waste of time and inconvenient for most users, this technique 
yields no promising outcomes. Machine learning is more efficient than knowledge engineering since it does not 
need the specification of any rules. Instead, a set of training samples is used, which consists of a collection of pre 
classified e-mail messages. The categorization criteria are subsequently learned from these e-mail messages 
using a particular algorithm. Machine learning has been extensively researched, and there are several algorithms 
that may be utilized in e-mail filtering, Support vector machines, Neural Networks, K-nearest neighbour, Rough 
sets, and the artificial immune system are among them.  
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